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Abstract  
A novel Bayesian image fusion scheme using bird swarm optimization algorithm (BSA) is being proposed here. 
The medical Image fusion is progressed using the MRI brain images taken from the BRATS  database and the 
source images of different modalities are fused effectively to present an information rich fused image. The source 
images are subjected to the Haar discrete wavelet transform (DWT) and the Bayesian fusion is performed using 
the Bayesian parameter, which is determined optimally using the BSA optimization. The analysis reveals that the 
method outperformed the three existing methods of fusion that is nonsubsampled contourlet transform (NSCT), 
cascaded static wavelet (SWT) and NSCT ,that is (SWT-NSCT) and Holoentropy and SP-Whale Optimization 
method (HW Fusion) with improved values of mutual information(1.4764),peak signal-to-noise ratio (37.2114) 
and root mean square error (9.9341) . 
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Introduction  
Image fusion (IF) aims to maximize the information in an image through the collection of the effective features 
ensured by different modalities[1]. Medical IF addresses the raising demands in the clinical application and it 
enables the easy access for extracting enormous significant information necessary for disease diagnosis with 
minimal storage cost [2]. Wavelet transform based different image fusion schemes are quite popular from years. 
There is an exponential growth of the non-zero coefficients when  the wavelet represent the multi-dimensional 
features, like contours and there is an increase in the non-zero coefficients and are not disregarded for their large 
amplitude, assuring the loss in the directional sensitivity[3]. There are a number of algorithms of IF using the 
wavelet transform as they hold a number of advantages to capture the feature data from the available source 
images. The primary intention of this research is to  design and develop a technique for multimodal image fusion 
based on Bayesian fusion approach. Patil Hanmant Venkatrao et al.[2] developed , holo entropy and SP-Whale 
optimisation algorithm .The performance of the  method was high, but failed considering the Bayesian theory that 
was found to be the point of improvement in  IF. Vikrant Bhateja et al. [3] modelled the stationary wavelet 
transform (SWT) and non sub-sampled contourlet transform (NSCT)[3],[4],[5], which minimized the redundancy 
and rendered enhanced performance due  to the features. Moreover, there was no down-sampling for the method 
compared with SWT[3] and so, there was no degradation irrespective to the shift in the source images. However, 
the drawback was regarding the  non-directionality of the decomposed coefficients. Initially, two image data sets  
from BRATS database[11],[12] with different modalities of  MRI images, like T1, T2, T1C, and FLAIR are taken 
for image fusion as shown in Fig.1 . The input image taken for fusion is subjected to the Haar discrete wavelet 
transform(DWT)[6] that converts the input images into four frequency sub bands that is low-high (LH),low-low( 
LL), high-high(HH) and high-low(HL)[7],[8].This is called subband coding and employs filter h and g as shown 
in Fig. 2.These four wavelet coefficients so obtained  of two input images are fed to Bayesian fusion approach, 
which fuses the Haar wavelet coefficients of both the images using Bayesian parameters[9]. The optimal 
parameters for the Bayesian fusion approach is computed using the BSA, which is a newly developed fusion 
approach[10]. Then, the resulting image is given to inverse Haar wavelet transform that generates the fused  image.  
       

 
Fig 1: Multimodal Image Data Set (a)Flair Image  (b)T1 Image(c) T2 Image (d)T1C Image  
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Methodology 
The proposed fusion scheme comprises of images decomposition using Haar discrete wavelet transform (DWT) 
and fusion rule using a popular probabilistic estimator named Bayesian model .The proposed scheme is shown in 
Fig.2 . 

 
Fig 2: Proposed DWT and BSA-Bayesian Fusion Scheme 

 
 Image Decomposition using Haar Discrete Wavelet Transform  
The Haar wavelet transform is DWT known for temporal resolution . For the input image listed in u2 numbers, 
the input pairs of Haar wavelet are generated, difference is saved, and calculates the sum, which is repeated 
iteratively until the sums are paired to ensure the next scale. At last, 12 u differences and a final sum is derived. 
The orthonormal transform of Haar wavelet is represented as,  

T
j NINX                (1) 

where, N refers to the Haar transformation matrix of dimension  BB  , jI is the input image matrix of size 

 BB  , and X is the Haar transform of size  BB  , which possess the Haar functions that are defined in the 

interval 1,0T  for 1...,,1,0  B and uB 2 . For the generation of N ,  is given as, 

 12  sz ;   
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The Haar basis functions are defined in [6]. The operation of Haar wavelet transform when applied to an input 
image jI with  BB  samples are shown as: The individual row corresponding to the input image is filtered via 

the filters, low-pass and high-pass filters, and the output is down-sampled to obtain the sub-images, L and H 
images, which present the high and low frequency images. These two images are again filtered using low- and 
high-pass band filters and down sampled to generate the sub-images, LL, HL, LH, and HH that are combined to 
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generate the original image of same  BB samples. LL specifies the low-frequency component, whereas the 

sub-bands HL, LH, and HH correspond to the high-frequency components[7],[8] as shown in Fig 3.. These sub-
bands are employed for medical imaging in which the images with complementary details are combined as an 
image to preserve the sensitive details to enable diagnosis. 

                                                
                                                 Fig 3: One Stage in DWT Image Decomposition 
 Bayesian Fusion  
The  sub images of different frequency bands obtained as wavelet coefficients that is LL,LH,HL,LL are extracted 
from both  source images I1(x,y) and I2(x,y) with two level decomposition by haar DWT These sub-images are 
employed for IF using an eminent  probabilistic model called Bayesian modal[9]. The individual pixels in the sub 
images of both source images are fused for which the Bayesian parameter γ is employed which is determined 
optimally using the BSA[10]. The fusion of the low sub-band corresponding to I1(x,y) with low sub-band of I2(x,y) 
is done using the Bayesian parameter γ.The Bayesian factor is tuned optimally using the BSA in such a way that 
the value of the factor renders the effective fusion in order to acquire good quality[9],[10]. 
 Bayesian model optimization (BSA-Bayesian)  
The BSA is based on the social interactions  and  behaviours of birds, which includes the foraging, vigilance, and 
flight behaviours[10]. Another interesting phenomenon is regarding the foraging behaviour such that during the 
foraging mechanism, the bird keeps in record  the previous best experience acquired along with the best experience 
of the swarm in order to search their food in the present. Likewise, the information is carried to the entire swarm 
and speaking about the vigilance, the  bird moves to the centre of the swarm, which could be affected with the 
interference occurring during the competition in the swarm[10]. The most significant mechanism is birds shift 
between the places during production and scrounging and the birds with highest reserve, lowest reserve, and others 
are referred as producer, scrounger, and the rest of the birds choose randomly between producing and scrounging. 
The producers play a major role of searching food, whereas the scroungers follow the producers for their food. 
The foraging behaviour  of the birds is modelled as follows[10]. 
Foraging behaviour:  the foraging behaviour is given as,    

       1,01,0 2,1,,,
1

, randpAGrandpAPAA dbddbdbdbdb                                    (3) 

where, b refers to the total birds in the population and it is given  as, mb ,...,1 and m stands for the total number 

of birds in the population. The dimensional space is denoted as, d , which is given as, Sd ,...,1  and  specifies 

the time-step. The previous best position of the thb bird  in thd dimension is notated as, 
dbP ,  and the previous 

best position of the bird swarm is denoted as, dG . The position of the thb bird in thd dimension is notated as, 


dbA , ,  1,0rand specifies the independent members  distributed in  1,0 with 1p and 2p being the positive 

numbers, presenting the cognitive as well as social accelerated parameters. Whenever the uniform 
 random number  1,0 lies below the constant  1,0const , the bird continues foraging for discovering the food or 

else the birds continue with the vigilance behaviour in the swarm[10].   
 
Vigilance behaviour: The vigilance behaviour of the birds is modelled as,  

       1,11,0 ,2,1,
1
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where, p
bF refers to the value of best  fitness of thi bird,  F refers to the sum of the swarm’s best fitness measure, 

 signifies the smallest constant, and d is the mean of thd element of average position of whole swarm. Let 1r

and 2r are the positive  constants varying between 0 and 2 and m specify the total birds in the population. During 

the vigilance, the  bird moves to the centre in such a way that 1J and  1,0rand is not more than one and at the 

same time, the direct impact of the interference is measure with 2J . Whenever the fitness of the random thi bird 

is better than the thb bird, the 2J is said to be greater than 2r , which implies that the bird suffers from interference 

and more specifically, thb bird faces more interference compared with thb bird. The above equation (4) describes 
the standard equation of the BSA in the vigilance behaviour[10].  The birds fly to places because of  the threats 
or foraging in-search of food. The producers search for food, while the other birds follow the producers for food. 
The flight behaviour  is foreseen as[10], 

  
dbdbdb AgrandAA ,,

1
, 1,0           (7)  

   1,0,,,
1

, randlAAAA dbdidbdb                                      (8)  

 1,0grand refers to the Gaussian distributed random number with 0 and 1SD ; ni 1 ; bi  , and 2l . 

The effective Bayesian training model[9] is developed using the optimization and the class label is derived using 
the posterior probability and the class label that acquires the maximal value of the posterior probability is set to 
the data. Thus, the class value derived using the posterior probability is employed as the value of   during the 

medical IF, which enables the high quality image and optimal fusion [9][10].                                             
 
Results and Discussion 
The experimentation is performed on Intel i5 ,3.0 Ghz CPU based Computer and with Matlab R2018 software 
using brain MRI images from  the BRATS 2018 database [11],[12].PSNR is a measure of the quality of the  fused 
medical Image, which is computed using the fused original image and the source images. RMSE  is the measure 
of the error, which measures the deviation in the  fused image compared with the desired output. The Fig. 4(a)-
4(c)shows the performance of proposed method of fusion(BSA-Bayesian) for different modalities for different 
values of iterations(50,100,150 and 200)through the observed values of assessment parameters that is MI,PSNR 
and RMSE. Table 1 describes the comparative values of MI,PSNR and RMSE for fusion of Flair and T1(Image 
set-1) and Flair and T1C modalities(Image set-2) respectively with proposed strategy (BSA-Bayesian) ,HW 
Fusion[2] ,SWT-NSCT[3] and NSCT[4],[5] as shown in Fig.5(a)-5(c).The results may varies for different image 
sets. This can be analysed by Table 1 and Table 2. 
 

Table 1: Comparative Analysis for Image - Set 1(Flair and T1) 

Metrics 
Wavelet + HW 

Fusion 
SWT + NSCT NSCT Proposed BSA-

Bayesian Fusion 
Mutual Information 1.3673 1.3684 1.3961 1.4764 

PSNR (in dB) 33.8944 33.8848 32.8904 37.2114 
RMSE 11.3101 11.5281 10.5409 9.9341 

                        
                                      Table 2: Comparative Analysis for Image Set -2(Flair and T1C) 

Metrics 
Wavelet + HW 

Fusion 
SWT + NSCT NSCT Proposed BSA-

Bayesian Fusion 
Mutual Information 1.3873 1.3784 1.4961 1.4864 

PSNR (in dB) 33.9944 33.9848 32.9904 37.3114 
RMSE 11.3301 11.5481 10.5509 9.9441 
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 a) b) 

 

  

 

 c)  
Fig 4: Performance Analysis of Proposed Method, a) Mutual Information, b) PSNR, c) RMSE 

 

   
 a) b) 

  

 

 c)  
Fig 5: Comparative of Proposed Method with Other Methods, a) Mutual Information, b) PSNR, c) RMSE 
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Conclusion 
The image fusion is performed using the MRI brain images taken from the BRATS 2018 database [11], [12] and 
the images from different modalities in the different set of six are considered for fusion. The six different image 
sets are Flair&T1 (Image set-1), Flair&T1C (Image set-2), Flair&T2 (Image set-3), T1&T1C (Image set-4), 
T1&T2 (Image set-5) and T1C&T2 (Image set-6) [11], [12]. Only the results from image set -1 and image set-2 
are tabulated and described here with while the graphical results are shown for all six-image sets as shown in Fig.4 
and Fig.5. The analysis reveal that the proposed BSA Bayesian fusion outperformed the three recent popular 
methods of fusion like combined wavelet and Holo entropy – Whale method [2], cascaded framework method of 
SWT and NSCT [3] and simple NSCT method [4] with a maximal mutual information, maximal PSNR, and 
minimal RMSE of 1.4764, 37.2114 dB, and 9.9341 respectively for first image data set (Flair and T1) and for 
second image data set (Flair and T1C) it is 1.4864, 37.3114 and 9.9441 respectively. Every modality has different 
amount of information. This variation in the result values of all image sets can be analysed in Table 1 and Table 
2 as well as in Fig.4 and Fig.5.   
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